Discussion review 2

Math 181B

1 Review:

1.1 Wilk’s theorem

maxge H, L(0)

maxgeo L(0) No matter what

Theorem 1.1 (Wilk’s theorem). Let Q@ = {#:0 € HyUH;} and A =

distribution the sample data come from, under the null, —2log A has asymptotic distribution X%; where k
is the difference in dimensionality between Q0 and {6 € Hy}.

Corollary 1.1. If Hy is a single point which is an interior point of Hy, —2log A has asymptotic distri-
bution X%, where k is the dimensionality of the space implied by H1.

1.2 F-distribution

o Let U ~ X2,V ~ 2 independent. Then F = % has a F-distribution with m and n degrees of

freedom. We write I’ ~ F,, ,,.

o If T ~ t,, then T? ~ F r. The reason for this claim is simple: recall that T' = \/)ZT ~ tn; where
n

2 2/1
X ~ x2. Then, T? = XZ—/n = ;{%;n ~ F1 .

1.3 Confidence interval and HT for one-sample variance

Recall that (”_0712)52 has a chi-square distribution with n — 1 degrees of freedom if our independent sample
comes from a normal distribution, then, we have
2
2 (n—-1)8 2
P |:Xa/2,n1 < o2 < Xi—a/2n—1| = l—-a.

In other words, a 100(1 — «)% confidence interval for o based on some specific sample can be

[ (n—1)s* (n-— 1)32] '
2 2 ’
Xl—a/?,n—l Xa/2,n—l

where s? denote the sample variance calculated from a random sample of n observations drawn from a

normal distribution with mean p and variance o2.

We can also perform HT about one-sample variance. For example, to test Hy : 02 = 0(2) versus

_ 2
H,:0%< 08 at the a level of significance, we reject Hy if x? < x2,,_1; where x? := % In addition,
’ 0
to test Hy : 02 = o3 versus Hy : 0 # o3 at the a level of significance, we reject Hy if x? is either

2 2
(1) < Xa/?,n—l or (2) > Xl—a/27n—1'



1.4 Confidence interval and HT for two-sample variance

Let Xq,...,. X, ~ N (/,Lx,O'%) and Y7,...,Y,, ~ N(,uy,a%/) be two independent samples. Then F =
Sy /oy
Sg(/(rgf

~ Fp,—1pn—1 (this is what you need to show by yourself later). Then, we have

2
P{Fg(m—l,n—l)g");- gFl_g(m—l,n—l)] —1-a.
Oy

2

'l
2

Sk

2
So a 100(1 — )% confidence interval for ‘;—g( can be:
Y

5% sk
[Fg(m— 1,n— 1)g , Fl,%(m —1,n— 1)3%] .

Also, we can do HT to compare the value of two variances. For example, to test Hg : og( = 052, Versus

Hi . O'g( < 032/ at the « level of significance, we reject Hy if s%//sg( > Fi_am—1n-1-

1.5 Two-proportion z-interval/test

e A 100(1 — )% CI for px — py is:

vy ngl—mz(l—m :
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e Test statistics can be:

X _ Y
Z = ( ”) m( )NN(O,l);
Pe(l—pe Pe(l—pe
\/ n + m
where p. = Tﬁ'ﬁl (the maximum likelihood estimator under null, i.e., assuming px = py).

e P-value can be computed by P(Z < z) or P(Z > z) or 2P(Z < —|z|).
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