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Math 181B
1 Review
1.1 Estimation inference
Let (z1,Y1), (z2,Y2),..., and (z,,Y,) be a set of points satisfying the simple linear model, E(Y | z) =

Bo + frx. And Y; ~ N (50 + Brx;, 02) ,Y; independent. The maximum likelihood estimators for S5y, 51,
and o? are given by

. /31 = nzyzl viYi — (Z;Ll 1‘Z) (Z?:l Y;)
n (X a7) — (2 z;)?
BO =Y - 313_3

where Y; = Go + iz, i=1,...,n.
Moreover, we have

e /3 and j; are both normally distributed.

e B3 and B are both unbiased: E (Bg) =fp and F (Bl) = 5.

o Var (f) = ST

2 n 2

o\ o2 2|1 z2
o Var (Bo) = S 5EG L = L+ st
e 31 ,Y and 62 are mutually independent.

° 7%2 has a chi square distribution with n — 2 degrees of freedom.

2 2

n is an unbiased estimator for o=.

® n—2'0—



1.2 Inference for mean response

Given a new observation x, we are interested in the mean response of Y corresponding with this specific x,
i.e., we want to figure out the distribution of E(Y|x). We can estimate this quantity by E(Y|z). Moreover,
we can build a confidence interval to cover E(Y|z), i.e.,

Theorem 1.1  Let (z1,Y1),(22,Y2),..., and (x,,Yy) be a set of points that satisfy the assumptions to
perform a simple linear regression. A 100(1 — a)% confidence interval for E(Y | x) = By + Pix is given

by (y w,y+w), where
w=1t S )
a/2n—2" Z . )

and = B+ A 82 = 215 0 (v~ fo - m) .

The proof idea is based on the normal distribution of Y.

1.3 Inference for new response

Rather than building a confidence interval for the mean response, we can also make a confidence interval
to cover the single future response, i.e.,

Theorem 1.2 Let (x1,Y1),(x2,Y2),..., and (z,,Yy) be a set of n points that satisfy the assumptions
of the simple linear model. A 100(1 — )% prediction interval for Y at the fized value x is given by
(9 —w,y +w), where

¢ LI Clt

W=1lq/2n-2"S -t= 2

v T (- 2)?
o o ~ ~ 2

and § = fo+ Pr; 5 = 7y Sy (= o= Buai)

The proof idea is based on the normal distribution of Y — Y. Note that Y and Y are independent.

1.4 Anova test

Our goal is to test Hy : 1 = po = = pg and Hy : At least one p; is different. Also, we assume that
Y;; are independent and normally dlstrlbuted with mean pj,j = 1,2,...,k, and variance o2 ( constant for
all j). Suppose, for each level, we have independent samples Wlth size ny,...,n,. Some useful statistics
are listed below:

e Treatment sum of squares:

SSTR = ZZY —Y) =Y (V= Y) = (V=) —n (Vo —n)

j=1i=1 j=1 j=1



e Error sum of squares:

k k nj
SSE=> "(n;-1)82=3" J (Yij — V)

j=1 j=1i=1
e Total sum of squares: .

SSTOT = ii: (Vi - Y.)°

j=11i=1

Remark:
e SSTOT = SSTR + SSE.
o E(SSTR) = (k — 1)o? + X5y nj (1 — ).
e Under Hy: juy = pig = ... = py is true, SSTR /o ~ x2_,.
e Whether or not Hg : puy = pig = ... = ju, is true, SSE/c? ~ qusz-
e Whether or not Hy : pg = pg = ... = pg is true, SSE and SSTR are independent.
e Under Hy: 1 = o = ... = puy is true, SSZ# ~X2_5.
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