
The mean is more sensitive to outliers 
The median is less sensitive to outliers

𝑥̅ =
𝑥! +⋯+ 𝑥"

𝑛

𝑛 is odd:  the middle value in the data set
𝑛 is even: average of the two middle values in the data set

𝐼𝑄𝑅 = 𝑄! − 𝑄"

𝑟𝑎𝑛𝑔𝑒 = 𝑚𝑎𝑥 −𝑚𝑖𝑛

𝑠!" =
𝑥# − 𝑥̅ " +⋯+ 𝑥$ − 𝑥̅ "

𝑛 − 1

𝑠! =
𝑥# − 𝑥̅ " +⋯+ 𝑥$ − 𝑥̅ "

𝑛 − 1

The 𝑧-score: 𝑧! =
𝑥! − 𝑥̅
𝑠"
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----

The (sample) correlation between 𝑥 and 𝑦:

𝑟 =
1

𝑛 − 1
&
!"#

$
𝑥! − 𝑥̅
𝑠%

𝑦! − +𝑦
𝑠&

If 𝑟 > 0, then 𝑥 and 𝑦 are positively associated
If 𝑟 < 0, then 𝑥 and 𝑦 are negatively associated

The coefficient of determination is called 𝑅, (pronounced “R squared”),
which is the fraction of the variation in 𝑦 explained by the regression

𝑅' = 𝑟'

The (least squares) regression line is the line that minimizes the sum of 
the squares of the residuals

Also know residual plot; extrapolation, curvature, heteroskedasticity, 
outliers, high leverage points, influential points

predicted
slopeintercept

residual

explanatory response variable is 𝑦( 𝑟



𝑃 𝐵 𝐴 =
𝑃(𝐴 ∩ 𝐵)
𝑃 𝐴

The following three are equivalent: 
(1) 𝑃 𝐵 = 𝑃 𝐵 𝐴    (2) 𝑃 𝐴 = 𝑃 𝐴 𝐵    (3) 𝑃 𝐴 ∩ 𝐵 = 𝑃 𝐴 𝑃 𝐵

Bayes’ Rule

Tree Diagram

Venn Diagram



alternative way:



Description Support PDF / density Mean Variance

Bernoulli(p) success (1) with probability 𝑝 or failure (0) with probability 1 − 𝑝 {0,1} 𝑃 𝑋 = 1 = 𝑝 and 𝑃 𝑋 = 0 = 1 − 𝑝 𝑝 𝑝(1 − 𝑝)

Binomial(n,p) # of successes in 𝑛 independent Bernoulli(p) trials 𝑘 ∈ 0,1, … , 𝑛 𝑃 𝑋 = 𝑘 = 𝑛
𝑘 𝑝! 1 − 𝑝 "#! 𝑛𝑝 𝑛𝑝(1 − 𝑝)

Geometric(p) # of independent Bernoulli(p) trials until the first success 𝑘 ∈ 1,2,3, … 𝑃 𝑋 = 𝑘 = 1 − 𝑝 !#$𝑝
1
𝑝

1 − 𝑝
𝑝%

Poisson(𝜆) # events occur during a time/space interval
(𝜆 is the average # occurrences in the given time/space interval) 𝑘 ∈ 0,1,2, … 𝑃 𝑋 = 𝑘 = &!"'#

!!
𝜆 𝜆

Uniform(a,b) all intervals of the same length within [a,b] are equally probable [𝑎, 𝑏] 𝑓 𝑥 = :
$

)#*
if	𝑎 ≤ 𝑥 ≤ 𝑏

0 otherwise

𝑎 + 𝑏
2

𝑏 − 𝑎 %

12

Exponential(𝜆) time until the first success
(𝜆 is the average # occurrences in the given time/space interval) [0,∞) 𝑓 𝑥 = H𝜆𝑒

#'+ if	𝑥 ≥ 0
0 otherwise

1
𝜆

1
𝜆%

Normal(𝜇, 𝜎%) ℝ 𝑓 𝑥 = $
, %-

𝑒
!(%!&)(

()( 𝜇 𝜎%

Know how to read Table Z

…

e.g. 𝑃 𝑍 < 0.56 = 0.7123



𝑋* +⋯+ 𝑋+~,--./0.𝑁 𝑛𝜇, 𝜎 𝑛 	
𝑋* +⋯+ 𝑋+

𝑛
~,--./0.	𝑁 𝜇,

𝜎
𝑛



Suppose 𝑛 is the sample size 𝑝 is the population proportion, 𝑝̂ is the sample proportion and 0 < 𝛼 < 1 is the significance level.

Then, the 1 − 𝛼  confidence interval is 

𝑝̂ − 𝑧!/#∗ 𝑝̂ 1 − 𝑝̂
𝑛 , 𝑝̂ + 𝑧!/#∗ 𝑝̂ 1 − 𝑝̂

𝑛 .

The margin of error is 𝑧!/#∗ %& '( %&
)

.

One-proportion z-interval





True 
Parameter(s)

Sample 
Statistic(s)

Approximate Distribution
(From Central Limit Theorem)

Confidence Interval Hypothesis Testing
Test Statistics

One Proportion 𝑝 "𝑝 "𝑝 ~ 𝑁 𝑝,
𝑝 1 − 𝑝

𝑛 "𝑝 ± 𝑧!
"
+

"𝑝 1 − "𝑝
𝑛

𝑍 =
"𝑝 − 𝑝#
𝑝 1 − 𝑝

𝑛

Two Proportions 𝑝$, 𝑝" "𝑝$, "𝑝" "𝑝$ − "𝑝" ~𝑁 𝑝$ − 𝑝",
𝑝$ 1 − 𝑝$

𝑛$
+
𝑝" 1 − 𝑝"

𝑛"
"𝑝$ − "𝑝" ± 𝑧!

"
+

"𝑝$ 1 − "𝑝$
𝑛$

+
"𝑝" 1 − "𝑝"

𝑛"

𝑍 =
"𝑝$ − "𝑝" − 0

𝑝∗ 1 − 𝑝∗
𝑛$

+ 𝑝∗ 1 − 𝑝∗𝑛"
Pooled Proportion Here

One Mean 𝜇 𝑥̅
3𝑋 − 𝜇
𝜎/ 𝑛

~ 𝑍 = 𝑁 0,1
But unknown true variance 𝜎

3𝑋 − 𝜇
𝑠/ 𝑛

~ 𝑇&'$
𝑥̅ ± 𝑡&'$,!"

+
𝑠
𝑛

𝑡&'$ =
𝑥̅ − 𝜇#
𝑠
𝑛

Two Means
(paired)

𝜇) 𝑥̅)
3𝑋) − 𝜇)
𝜎)/ 𝑛

~ 𝑍
But unknown true variance 𝜎)

3𝑋) − 𝜇)
𝑠)/ 𝑛

~ 𝑇&'$
𝑥̅) ± 𝑡&'$,!"

+
𝑠)
𝑛

𝑠) can hardly be obtained by 𝑠$ and 𝑠"

𝑡&'$ =
𝑥̅) − 0
𝑠)
𝑛

Two Means
(independent,

equal variance)
𝜇$, 𝜇" 𝑥̅$, 𝑥̅"

3𝑋$ − 3𝑋" − 𝜇$ − 𝜇"

𝜎 1
𝑛$
+ 1
𝑛"

~ 𝑍

(note that 𝜎 = 𝜎$ = 𝜎")

But unknown true variance 𝜎

3𝑋$ − 3𝑋" − 𝜇$ − 𝜇"

𝑠*
1
𝑛$
+ 1
𝑛"

~ 𝑇&!+&"'"

(where 𝑠*" =
&!'$ ,!"+ &"'$ ,""

&!+&"'"
)

𝑥̅$ − 𝑥̅" ± 𝑡&!+&"'",!"
+ 𝑠*

1
𝑛$
+
1
𝑛"

𝑡&!+&"'" =
𝑥̅$ − 𝑥̅" − 0

𝑠*
1
𝑛$
+ 1
𝑛"

Two Means
(independent, 

unequal variance)
𝜇$, 𝜇" 𝑥̅$, 𝑥̅"

3𝑋$ − 3𝑋" − 𝜇$ − 𝜇"

𝜎$"
𝑛$
+ 𝜎"

"

𝑛"

~ 𝑍

But unknown true variance 𝜎$, 𝜎"

3𝑋$ − 3𝑋" − 𝜇$ − 𝜇"

𝑠$"
𝑛$
+ 𝑠""
𝑛"

~ 𝑇)-
𝑥̅$ − 𝑥̅" ± 𝑡./0 &!'$,&"'$ ,

!
"
+
𝑠$"

𝑛$
+
𝑠""

𝑛"

𝑡./0 &!'$,&"'$ =
𝑥̅$ − 𝑥̅" − 0

𝑠$"
𝑛$
+ 𝑠""
𝑛"

For this class, we use 𝑑𝑓 = min 𝑛! −1,𝑛" −1  
for simplicity and as a conservative approximation 
(smaller 𝑑𝑓 >>> bigger tail in 𝑇#$ distribution)

≥ min 𝑛$ − 1, 𝑛" − 1

Need to 
know

these four
(the other two 

are here for
completeness)



Regression Inference

Hypothesis testing for slope

Confidence interval for slope
,
𝛼
2

,
𝛼
2

Know how to read 

Minitab outputs

𝑆𝐸 𝜇! =
𝑠"

𝑛
+ 𝑥∗ − 𝑥̅ " ⋅ 𝑆𝐸" 𝑏$

𝑆𝐸 -𝑦 = 𝑠" +
𝑠"

𝑛
+ 𝑥∗ − 𝑥̅ " ⋅ 𝑆𝐸" 𝑏$

CI is 𝜇> − 𝑡?@A,%&
∗ 𝑆𝐸 𝜇> , 𝜇> + 𝑡?@A,%&

∗ 𝑆𝐸 𝜇>

PI is (𝑦 − 𝑡?@A,%&
∗ 𝑆𝐸 (𝑦 , (𝑦 + 𝑡?@A,%&

∗ 𝑆𝐸 (𝑦

𝑠% =
𝑥! − 𝑥̅ " +⋯+ 𝑥& − 𝑥̅ "

𝑛 −1

𝑠' =
𝑦! − 2𝑦 " +⋯+ 𝑦& − 2𝑦 "

𝑛 −1

!𝑦 = 𝛽! + 𝛽"𝑥∗



categories

Chi-square Tests

247×227
478

= 117.3

rows columns

𝑑𝑓 = categories − 1 = ⋯

= ⋯

p-value is 𝑃 𝜒$%& ≥ 0.47 ≈ 0.93

p-value is 𝑃 𝜒$%& ≥ 21.46 ≈ 0.000022

Example:

Example:


